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Summary

Programming models are of paramount importance because they affect both the performance delivered by the computer and the productivity of the programmer seeking that performance.  Every programming model presents tradeoffs among performance, portability, expressivity, and convenience, and so no one models fits all purposes.  The coming generation of petascale computers exacerbates the problem, since vast numbers of nodes, exotic communication networks, and multicore ships will be the order of the day, requiring advanced implementation techniques for libraries and compilers while the scientific application community begs for simpler, more abstract, and convenient ways of conceptualizing their programs for these machines.  Work carried out in this Center advances the state of the art in the understanding, definition, implementation, and use of models expressed in libraries, languages, and annotations

UPC, Co-Array Fortran and Titanium

UPC, Co-Array Fortran and Titanium are examples of “Partitioned global Address Space Languages.” We have developed compiler and runtime system optimizations to improve the performance of PGAS programs. Over the past year the Berkeley group has developed techniques for automatically converting blocking bulk communication into non-blocking calls, for converting global pointers to local ones, and for combining communicated data between the threads of a shared memory node.  We  have also ported the GASNet runtime layer that underlies multiple language implementations for the Cray XT and IBM LAPI/RDMA network layers.  
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Rice is extending cafc, its research Co-array Fortran compiler for use on the DOE 
leadership-class machines. Ongoing implementation work at Rice is aimed at improving the CAF language coverage along with the scalability and robustness of the run-time system.  Ongoing research has focused on improving the expressiveness and performance of CAF.  We are beginning to explore using software transactional memory as a mechanism to implement 

atomic actions for synchronization on distributed-memory multicore platforms.

OpenMP
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In this year, we explored different strategies and implemented an efficient translation for sequential regions of OpenMP programs  into Global Array programs.  We have designed a framework for parallel data flow analysis for OpenMP programs and elaborated algorithms to enable traditional optimizations as well as new optimizations for OpenMP. We also started performing research on ways to use the OpenUH compiler to perform software analysis to detect data races in OpenMP programs.

MPI over Infiniband
New work during the last year on MVAPICH, our implementation of MPI over Infiniband, includes optimizations for multicore processors, message aggregation techniques and associated flow control to boost performance of small message transfers, and comprehensive fault tolerance. 

Global Arrays and ARMCI on Leadership Computing Platforms
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IBM in collaboration with PNNL and OSU has developed extensions to the proprietary Blue Gene communication layer to enable Global Arrays programming model on the IBM Blue Gene/L.  In addition, a prototype of ARMCI has been developed for the new IBM Blue Gene/P. In addition, ARMCI and Global Arrays have been ported and are in use on the Cray XT3 and XT4 platforms, and a prototype has been developed for the IBM BG/P.


The Message-Passing Model
MPI is the standard definition for message passing, which is the currently most widely used parallel programming model. We have improved thread safety, enabling use of the OpenMP/MPI hybrid programming model.  We have begun a collaboration with U. of Utah on using formal verification techniques to detect errors in MPI programs.
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Hummingbird CFD code by Andrew Johnson uses UPC
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Versions of POP ocean model use CAF or OpenMP
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Versions of POP ocean model use CAF or OpenMP
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